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Abstract— In the insurance business, an underwriter’s two 

most important considerations are loss frequency and loss 

severity (probability of a loss and the financial value of the loss).  

Neural networks have been successfully applied to the insurance 

business in areas such as prediction of loss frequency, and 

prediction of bankruptcy.  The objective of this study is to 

develop a neural network model to predict the severity of 

potential insurance losses in private passenger automobile 

insurance in the United States.  The study predicts loss severity 

in private passenger automobile insurance using independent 

variables commonly available to the insurance underwriter 

based on the consumer’s application for insurance.  A genetic 

adaptive neural network training algorithm is used to model the 

losses.  Premiums are expected to be positively correlated with 

risk; therefore a linear model is developed as a benchmark, 

using the same data.  These findings show that loss severity is 

more difficult to predict than frequency of loss.  Improved 

results are likely to be found through alternative methodology, 

or data. 

 

Index Terms— Automobile Insurance, GANNT, Genetic 

Adaptive Neural Network Training Algorithm, Linear 

Regression. 

I. INTRODUCTION 

Today‟s insurance market is predicated on the notion that 

an insurance underwriter is able to scrutinize a set of 

applications for insurance and select a subset for which the 

collective premium will be greater than the collective losses.  

This free-market insurance system dates back to the early 

1300‟s and the founding of Lloyd‟s of London [1],[2]. 

Traditionally, the underwriter evaluated each case based on 

what he considered loss-contributing factors.  The 

underwriter‟s experience in the insurance business, life, and 

education are all considered important in his ability to 

evaluate an insurance policy.  The greater his cumulative 

experience, the greater his anticipated understanding of the 

relationships between the policy characteristics and the 

potential loss frequency and severity.  In theory, if an 

experienced underwriter performs his job well, the premium 

on each policy will have a linear relationship to the risk 

associated with the policy.  Further, in the insurance business, 

risk is associated with financial losses; therefore, the premium 

and losses are expected to have a positive linear correlation. 

As the field of insurance developed over time, insurance 

companies hired actuaries to assist the underwriter in the 

policy selection and pricing process.  The actuary‟s function 

is to analyze past policy characteristics and loss experiences 

to find relationships that the underwriter may use in the policy 

selection and pricing [3].  The actuaries issue underwriting 

guidelines that, among other purposes; serve to ensure 

uniform and consistent underwriting among all underwriters 

for a particular company, and synthesize insights and 

 
 

experiences of experienced underwriters [4]. 

For many years, the actuaries performed their duties using 

pencil and paper.  Society and the insurance industry evolved 

to a stage where more advanced computing tools became 

available [5],[6],[7].  In fact, insurers fell behind other 

industries in the application of technology to their business 

processes [8].  One such technology-based tool with potential 

as an aid to the underwriting process is the artificial neural 

network [9]. 

The utility of artificial neural networks has been 

demonstrated in other fields such as predicting bankruptcy 

[10],[11], predicting insurance company insolvency [12], 

analyzing commercial bank failures [13] and predicting farm 

debt failures [14].  

II. OBJECTIVE 

The objective of this study is to develop a neural network 

model to predict the severity of potential insurance losses in 

private passenger automobile insurance in the United States.  

Specifically, the Genetic Adaptive Neural Network Training 

algorithm (GANNT) will be applied to independent variables 

commonly available to the insurance underwriter at the time 

the application for insurance is processed.  Premium is 

expected to be a direct reflection of the risk associated with a 

given policy.  Therefore, a linear model is developed as a 

benchmark, using the same data. 

III. METHODS 

This study will apply artificial neural networks and linear 

regression to private passenger automobile insurance policies 

in a three-step procedure.  The results from the two models 

will be compared using the Wilcoxon Signed Ranks Test. 

A. Artificial neural network 

Artificial neural networks comprise a class of nonlinear 

statistical models which process information through a 

process analogous to the functioning of the human brain [2].  

The advantage of neural network models over other methods 

grows with the complexity of the relationship between inputs 

and output.  The more complex the underlying relationship 

between variables, the more complex the neural network will 

need to be (i.e.: more hidden nodes) [15]. Properly designed, 

a neural network is capable of approximating any unknown 

function to any degree of accuracy [16].   

This study used the Genetic Adaptive Neural Network 

Training algorithm (GANNT).  The GANNT is able to 

overcome certain problems associated with the popular 

back-propagation and gradient search techniques [17].  The 

GANNT solves computer-based problems by modeling a 

biological process.  DNA reproduces itself through a process 

of separation, crossover, and mutation [18].  In its search for 

an optimal solution, the GANNT algorithm uses an analogous 

process as it manipulates arrays of data in search of an optimal 
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solution [19].  A detailed explanation of the process can be 

found in recent literature [20]. 

B. Data 

The dataset consists of 174,000 insurance policies from a 

large insurer of private passenger automobiles in the United 

States.  Records included the insurance application, the 

drivers‟ motor vehicle records, the history of past losses for 

the policy, a record of the losses incurred within the effective 

dates of each policy, and the premium charged for the 

insurance coverage.  Losses were tracked either to settlement 

or for two years.  After two years, the settlement value was 

considered equal to the reserved value of the claim. 

Automobile insurance in particular was most suitable for 

this type of study due to the large volume of data available, the 

relative consistency of the exposure (as compared to other 

lines of insurance), and the inherent categorical and scalar 

nature of the data involved. 

The variables included one dependent and sixteen 

independent variables.  The dependent variable was the total 

value of all losses on a policy during the time policy was in 

force.  The independent variables were: Earned premium per 

exposure unit, Number of at-fault accidents, Number of 

not-at-fault accidents, Number of convictions, any Restricted 

vehicles, Vehicle model year - maximum, Vehicle model year 

- minimum, Number of vehicles, Mileage maximum, Mileage 

minimum, Age of the youngest driver, Age of the oldest 

driver, Number of operators (primary only), Number of 

excess operators, Number of male operators, Number of 

married operators.   

C. Procedures 

This study compares two models, a GANNT model and a 

linear regression model.  In theory, if the premium accurately 

reflects the risk on a given policy, a linear model would fit the 

data with minimal residual variation.   

The linear model uses regression to analyze the extent to 

which the premium reflects the risk on each policy.  The basis 

of the model is the traditional linear equation: 
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The neural network model uses the sigmoid function.  This 

provides the basis of its flexible and non-linear form: 
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The design of this study requires three steps.  The first step 

is to draw random samples of data.  Sixty sample sets of data 

were drawn at random (with replacement); 30 to be used as 

in-sample data and 30 to be used as out-of-sample data.  The 

accepted rule of thumb in determining sample size is to use at 

least five cases for every hidden node [22].  If up to 16 hidden 

nodes might be used (because there are 16 independent 

variables), the rule of thumb would require at least 80 

observations per sample.  In this situation, with 174,000 

observations available, we were not limited by the availability 

of data.  However, the time requirements to train the neural 

networks did limit the number of observations chosen to use 

per sample.  For this reason, balanced samples of 500 

observations were chosen (250 with losses and 250 without 

losses). 

The second step was to determine the optimal number of 

hidden nodes to use in the neural network.  A neural network 

was repeatedly trained on the same set of in-sample data, 

using every possible number of hidden nodes, from 1 to 16. 

The third step was to prepare all 30 neural network models 

and 30 linear regression models using the same sets of 

in-sample and out-of-sample data, then comparing the results.   

Results consist of the Root Mean Squared Error (RMSE) for 

each set of data.  Tests of significance can be made using the 

Wilcoxon Signed Ranks Test, a nonparametric test of the 

median error values. 

IV. RESULTS 

After drawing random samples of data, the optimal number of 

hidden nodes was determined.  Sixteen neural networks were 

trained using the first in-sample data set and tested using the 

first out-of-sample data set.  In testing for the optimal number 

of hidden nodes, if everything works as anticipated, two 

things should happen.  One, the RMSE of the in-sample data 

will continue to decrease as the number of hidden-nodes 

increases.  Two, the RMSE of the out-of-sample data will 

initially decrease as the number of hidden nodes increases.  

This is due to the improved model configurations rooting-out 

additional interaction effects between variables.  Eventually, 

at some number of hidden nodes the RMSE of the 

out-of-sample data will begin to increase.  This is an 

indication that the model has begun to over-fit the in-sample 

data at the expense of the out-of-sample data‟s RMSE.  Fig. 1 

depicts the RMSE values for each of the 16 neural network 

models. 

 
Figure 1: Hidden Node Analysis for Neural 

Network Severity of Loss Model 

 

In this study, the out-of-sample RMSE values show very 

little distinction among one another.  Although the model with 

10 hidden nodes had the lowest out-of-sample RMSE at 

16,132 (the in-sample RMSE was 4,542.37), the reduction in 

value was minimal (the range over all 16 models was a mere 

210, with an average of 16,266.19).  Given the slight margin 

of improvement in the 10-hidden node model, we considered 

it prudent to calculate the RMSE for the linear model using 

this same data, before proceeding to train the remaining 29 

models. 

Using the same data, the RMSE values for the in-sample 

and out-of sample data using a linear regression model were: 

In-sample:  5,709.18 

Out-of-sample: 16,410.29 

In both the linear and neural network cases, the difference 
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between the in- and out-of-sample RMSEs was so great that 

we considered it an indication that other independent 

variables should be considered in future models.  The 

differences in the neural network model‟s RMSE and the 

linear regression model‟s RMSE was so slight, we tested the 

significance of the difference before proceeding with the 

study. 

The Wilcoxon Signed Ranks test was used to test for a 

significant difference between the results of the neural 

network model and the linear regression model, Tables 1 and 

2 show the calculations and results of this test. 

 

Table 1: Wilcoxon Signed Ranks Test Results 
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Table 2: Wilcoxon Signed Ranks Test Statistics 
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These results show that there is a significant difference 

between the medians of the error terms between the two 

models.  However, the practical significance should also be 

considered in this situation.  Practical significance is a 

judgment that must be made by the researcher [23].  In this 

study, the results were found to be statistically significant.  

However, the significance is based on large sample sizes, 

meaning that they may not have practical significance.  

Sometimes, practical significance can be judged considering 

the means and the range of possible values [24]. 

In this study, the improvement from the linear model to the 

neural network model was only 1.69 percent (16,410.29 to 

16,132.52).  However, the actual losses ranged from $0 (for a 

loss that was either claimed but payment was denied, or for 

which the deductible value was not exceeded) to 

$375,621.56.  The average paid claim was $3,823, with a 

standard deviation of $13,323.60.  We determined that while 

these results showed statistical significance, they were not 

practically significant. 

V. CONCLUSIONS 

Previous researched found promising results in a similar 

study designed to predict frequency of loss rather than 

severity of loss.  The difference is that in predicting loss 

frequency, the dependent variable is dichotomous (0 or 1).  In 

predicting severity, the dependent variable is scalar – in this 

case ranging from $0.00 to $375,621.56.  As it turned out, we 

underestimated the added difficulty of predicting a scalar 

dollar value rather than a categorical loss /no-loss.   

Further study is expected to provide improved results.  

However, a reevaluation of the independent variables is 

warranted.  While the quantity of data used in this study was 

more than sufficient, the type of information contained in the 

independent variables should be revised.   

The incidence of a loss has a great deal to do with both the 

car and the driver.  Characteristics of the driver such as age 

and previous accidents lend to the maturity and experience of 

the driver.  Characteristics of the vehicle, such as age and 

mileage may lead to variation in the incident of loss through 

factors such as poor brakes, and worn tires.  

Recent research has indicated that additional data such as 

GPS could be used to predict short-term travel conditions 

[25].  The Progressive Insurance Company has implemented 

the „Motor Vehicle Monitoring System‟ for determining a 

cost of insurance [26],[21],[27]. 

The severity of a loss is likely to be influenced less by the 

driver and more by the characteristics of the car.  

Characteristics such as the make, model, and value of the 

vehicle were not considered in this study.  These 

characteristics will affect the cost of labor and replacement 

parts, in addition to the owner‟s propensity to maintain the car 

in good working order. 

Other factors affecting the value of a claim, and having 

little to do with the car or driver include medical payments 

and lawsuits.  Medical payments can fluctuate widely and may 

be based on things unrelated to the car or driver – such as the 

attending doctors‟ competence, the administration first-aid, 

and weather conditions at the time of the accident.  The 

outcome of lawsuits may involve such factors as the lawyers‟ 

experience and expertise, jury decisions, and the injured 

party‟s propensity to sue. 

Future research will be focused in two areas.  First, using 

the same or similar data, research should attempt to predict 

the severity of a loss, given that a loss has occurred.  In this 

study, we used balanced samples of 250 observations with 

losses and 250 cases without losses.  Removing all of the 

no-loss observations, and concentrating solely on the losses 

may improve the results.  The resulting model may be of 

interest to both underwriters and claims adjusters. 

Second, the long-term possibility of an automated neural 

network system which could do more than simply accept or 

reject a policy; but cold also set the appropriate premium, 

based on the level of risk being accepted by the insurance 

company.  Such an automated system could drastically reduce 

traditional costs associated with underwriting [28]. 
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